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Chapter 3

Audio-visual Integration During Bilingual Language Processing

Viorica Marian

Introduction

Despite the fact that bilingual language processing generally takes place in complex natural environments with multiple simultaneous modes of input, laboratory studies of bilingualism rarely consider the multimodal nature of bilingual language comprehension. For bilingual as well as monolingual listeners, multimodal input includes both linguistic input (such as the phonological and orthographic forms of a word), as well as non-linguistic input (such as seeing the face of the speaker or the objects in the listener's immediate surrounding environment). While the interaction between phonology and orthography has received consideration in psycholinguistic studies of bilingual language processing, research on cross-modal audio-visual sensory integration in bilinguals is more limited. In general, audio-visual integration in bilinguals has yet to receive careful consideration in the literature. The objective of this chapter is to contribute to the understanding of how bilingual language processing is impacted by multimodal integration and audio-visual interaction. To accomplish this goal, two bodies of literature are considered. The first incorporates paradigms that consider multimodal integration of auditory and visual input during language comprehension and discusses them within the context of bilingualism. The second focuses on evidence suggesting that orthographic and phonological information interact during bilingual spoken and written language comprehension. The chapter also reviews existing models of bilingual language processing that may be able to account for audio-visual interaction, and draws implications for representation in the bilingual mental lexicon.

1. Audio-visual Integration During Language Processing

One of the most striking phenomena illustrating the interaction between auditory and visual modalities during spoken language comprehension
is the McGurk effect (McGurk & MacDonald, 1976). The McGurk effect refers to the finding that if listeners are played the sound /ba/ auditorily, while presented visually with a face that is pronouncing /ga/, they will report hearing the sound /da/. As counterintuitive as this seems, this effect is very robust and consistent (e.g. Van Wassenhove et al., 2007) and, in fact, many lecturers now include it as an easy-to-replicate demo in their undergraduate courses. The McGurk effect demonstrates that listeners constantly combine input from the two modalities when perceiving language. In general, in healthy individuals, language processing is cross-modal, with input from the auditory and visual modalities interacting as one hears, reads, writes or pronounces words.

The cross-modal nature of language processing can be traced to the cortical level. For example, cortical areas typically associated with speech processing have been found to be active during observation of visual articulatory movement (Calvert et al., 1997, 2000; Campbell et al., 2001; Nishitani & Hari, 2002). Similarly, neural responses to speech sounds in a modality-specific region of the auditory cortex appear to be modified by the simultaneous visual presentation of letters (e.g. Van Atteveldt et al., 2004). Integration of auditory and visual information appears to happen so early in the processing stream that it can be detected even at the level of the brainstem (Musacchia et al., 2006). Musacchia and associates (2006) found that seeing facial movement (lip-reading) changed the amplitude of the brainstem response to acoustic speech and suggested that the brain showed enhanced responses to auditory-visual stimuli relative to the sum of unimodal responses.

The role of visual input during spoken language processing is clear when one considers findings that visual input alone, in the absence of any auditory information, can be sufficient for listeners to determine what language a speaker is using. For instance, Ronquest and Hernandez (2005) asked participants to watch visual-only speech stimuli and decide if the language spoken was Spanish or English. They found that listeners were able to identify the language correctly well above chance, simply by watching the speaker's face. Moreover, speech perception is improved not only by viewing the mouth/lip movements, but also by having access to a view of the top of the head only (e.g. Davis & Kim, 2006) and to head movements (e.g. Munhall et al., 2004). Although these latter effects are smaller than those observed for watching lip movements, it is striking that such visual information significantly enhances language comprehension. This suggests that listeners are adept at perceiving visual input during language processing, and integrate it with auditorily perceived input.
Interestingly, while both monolinguals and bilinguals can distinguish a language by visual correlates of speech alone, bilinguals seem to do so with greater accuracy than monolinguals, but only for languages they know (Soto-Faraco et al., 2007). Soto-Faraco and associates (2007) found that Spanish–Catalan bilinguals were very successful at discriminating Spanish and Catalan based on visual information alone (watching the speaker’s face), Spanish monolinguals were able to do so less successfully, while Italian–English bilinguals were unable to differentiate Spanish and Catalan. This suggests that previous experience is instrumental in shaping the way listeners recognize and rely on visual information during spoken language comprehension. This experience is likely largely automatic and not consciously monitored by the speaker or listener. Because bilinguals’ experiences are more varied and extensive, they may be more adept at interpreting input from the visual modality during language processing and may be more skilled at relying on both modalities during language comprehension.

This suggestion is consistent with findings from the speech perception literature. Consider, for instance, a study by Sumby and Pollack (1954) who found that reliance on visual properties during speech processing increases as the signal-to-noise ratio (SNR) decreases (i.e., as the speech signal becomes weaker in relation to the noise around it). Viewing a speaker’s articulatory movements is known to particularly benefit a listener’s ability to understand speech in noisy environments. The gain from viewing visual articulation relative to an auditory-alone condition can be up to threefold under certain SNRs (Ross et al., 2007). Specifically, Ross and associates (2007) found that multisensory integration was maximally beneficial at intermediate SNR levels. Where exactly bilingual language comprehension falls on the SNR continuum is likely influenced by many factors, such as language proficiency, degree of accented speech, similarity between the two languages, etc. However, overall, the SNR is likely to be lower in bilinguals (especially in their weaker language) because their decreased ability to perceive sound contrasts in a non-native language may yield a larger ‘noise’ category (e.g., Bradlow & Bent, 2002; Bradlow & Pisoni, 1999). As a result, bilingual and multilingual listeners, especially those with lower language proficiency, may be more likely to rely on the speaker’s face when listening to speech, in order to boot-strap information that they cannot access auditorily. This suggestion is consistent with the ‘inverse effectiveness’ principle of multisensory integration, according to which the gain from viewing articulatory movements is most pronounced when auditory input is decreased relative to noise (Ross et al., 2007).
Taking into account SNRs, spoken language comprehension in bilinguals is likely to rely even more on cross-modal integration than in monolinguals, with visual information supplementing auditory input. This greater reliance on multimodal input when processing auditory information may explain why non-native speakers sometimes experience greater difficulties comprehending their less-proficient language over the telephone and why native speakers have greater difficulty comprehending accented speech over the telephone. In fact, the argument that over-the-telephone conversations are negatively impacted by the speaker’s linguistic background have been used to deny employment to non-native speakers and have been upheld in court rulings (e.g. *Clau v. Uniglobe* and *Guillem v. Dufour*, in Munro, 1998), with the tribunal commissioner asserting that ‘he knew from personal experience that accented speech was hard to understand on the phone’ (Munro, 1998: 141). Although much of the evidence on intelligibility over the telephone is anecdotal, it is consistent with evidence that intelligibility of foreign speech is negatively impacted by noise (e.g. Munro, 1998).

Consequently, it might be argued that speakers of multiple languages may be especially likely to rely on and be impacted by cross-modal integration when processing linguistic input. Previous research shows that visual speech information can even be used to help distinguish sounds in a second language that cannot be perceived using auditory input alone. For instance, Navarra and Soto-Faraco (2007) have found that adding visual information about lip movements could enhance Spanish speakers’ ability to distinguish between the Catalan sounds /ɛ/ and /e/. Specifically, while Spanish-dominant bilinguals were unable to distinguish between the two Catalan sounds based on auditory-only information, they were able to perceive the contrast when visual information about lip movements was added (Catalan-dominant bilinguals were able to differentiate between the two sounds in both conditions). The authors concluded that visual speech information enhances second language perception by way of multisensory integration. This idea that non-proficient speakers rely more on cross-modal input when processing language is consistent with evidence from the second language acquisition literature showing that bimodal input benefits implicit and explicit memory (Bird & Williams, 2002), speaking performance (Borrás & Lafayette, 1994) and language learning (Danan, 1992; Vanderplank, 1988).

Another line of convincing evidence supporting the cross-modal nature of bilingual spoken language processing comes from psycholinguistic studies using eye tracking. Initially, the eye-tracking methodology (e.g. Tanenhaus et al., 1995) was adapted for use with bilinguals to test
whether bilinguals process their two languages sequentially or in parallel (e.g. Marian, 2000; Marian & Spivey, 2003a, 2003b; Spivey & Marian, 1999). In a typical experimental set-up, bilinguals were presented with a display of objects, including one whose name (e.g. chair) overlapped across languages with the name of another object in the display (e.g. cherepaha, Russian for ‘turtle’) (Figure 3.1). When instructed to pick up the chair, Russian–English bilinguals made eye movements to the cherepaha significantly more often than to control objects. Such findings suggest that, during early stages of processing, unfolding auditory input activates multiple word alternatives within and between languages. The influence of sublexical phonological overlap on word processing remains

![Figure 3.1 Sample display from an eye-tracking study of spoken word recognition in bilinguals. The display shows a light bulb, a chair, a ruler and a turtle. The Russian word for turtle is cherepaha (the ‘che’ overlaps with ‘chair’). Studies show that when instructed in English to pick up the chair, Russian–English bilinguals frequently look at the turtle. Similarly, when instructed in Russian to pick up the turtle, Russian–English bilinguals frequently look at the chair. Monolinguals do not show these effects.](image-url)
apparent until the lexical decision stage. Such gradual activation, leading up to word selection, is consistent with auditory word recognition models (e.g. Luce & Pisoni, 1998; Marslen-Wilson, 1987; McClelland & Elman, 1986) and indicates that a bilingual's two languages remain active in parallel and that bilinguals simultaneously map phonemic input onto both of their lexicons (with it cascading to higher levels of representation, e.g. Blumenfeld & Marian, 2007; Marian et al., 2008) as a word unfolds in real time.

These findings have since been replicated and extended in eye-tracking studies with Dutch–English bilinguals (Weber & Cutler, 2004), Japanese–English bilinguals (Cutler et al., 2006), French–German bilinguals (Weber & Paris, 2004) and Spanish–English bilinguals (Canseco-Gonzalez, 2005; Ju & Luce, 2004). They have shown that the visual environment comes into play both on microscales, such as computer screens (e.g. Blumenfeld & Marian, 2007; Weber & Cutler, 2004) and on macroscales, such as actual objects in the surrounding environment (e.g. Marian & Spivey, 2003a, 2003b; Spivey & Marian, 1999). Across languages and experimental designs, these eye-tracking studies not only support parallel processing of both languages during spoken word comprehension, but also suggest that the visual array surrounding a bilingual listener in real-world settings interacts with auditory input to influence language comprehension.

Specifically, as a word unfolds, incoming auditory input is combined online with incoming visual input and the two sources mutually interact to exclude options that are not plausible in at least one modality, thus making the recognition process faster and more efficient than it would be unimodally. In other words, the two modalities work together to facilitate comprehension, with the spoken word recognition component incrementally decoding the speech signal, mapping it onto multiple plausible lexical items as the word unfolds, and finally zeroing in on one specific lexical item with partial matches no longer activated. At the same time, the visual modality speeds up the process in a top-down fashion by limiting the options that the auditory input can map onto. Alternatively, the visual modality may increase activation of the target via the additional pathway, so that the cumulative effect of both modalities makes activation of the target more robust and faster. This highly interactive, highly dynamic process happens online in a matter of milliseconds and is a testimony to the astounding human linguistic capacity. Just as monolingual language comprehension is a 'hungry' process (Spivey, 2007), where the system continuously and insatiably seeks and integrates new information, so is the bilingual system one in
which expectations about the upcoming input continuously influence
the computation of probabilities for what is likely to come next. This
‘hunger’ is a well-fitting description for the opportunistic cognitive
processes that constantly integrate signals across modalities and infor-
mation sources and, in the case of bilinguals, also across languages.

In fact, bilingualism may be one of a number of experiences that can
influence how auditory and visual information is integrated cross-
modally. Another interesting example comes from music. Kraus (2007)
suggested that a hallmark of the musician’s brain is enhanced multi-
sensory processing and that musicians neurally combine audio-visual
information more precisely than nonmusicians in the auditory brainstem
early in the processing stream. This work suggests that previous
experience (in this case, with music) can influence neural patterns of
multisensory integration and has important implications for bilinguals, a
group whose previous experience with other languages may yield similar
outcomes. For instance, both groups (musicians and bilinguals) are
‘auditory experts’, in the sense that they receive a lot of rich and varied
auditory input that they often have to integrate with other modalities,
visual or sensorimotor, very quickly online (see also Mechelli et al., 2004).

In future research, it would be interesting to examine empirically
whether bilingual and multilingual speakers who have extensive practice
with more than one language show the same type of neurological changes
in the auditory brainstem and similar performance advantages as those
exhibited in research with musicians (see Wong et al., 2007, for an example
of advantages in musicians). These advantages may be more pronounced
for bilinguals whose experience with audio-visual integration is more
diverse due to speaking languages that vary more, for example, when one
language is alphabetic and the other logographic, or when one language is
tonal and the other is not (for studies of neural changes as a result of
acquiring a tonal language, see Krishnan et al., 2005; Wang et al., 2003).
Another question for future empirical research with bilinguals is whether
this greater experience with integrating sensory input across multiple
modalities translates to other advantages in the cognitive system. It is
possible that a greater experience with cross-modal integration constitutes
one of the sources on which a bilingual advantage builds, and works
alongside or cumulatively with other sources examined by bilingualism
scholars, such as cognitive control (e.g. Ben-Zeev, 1977) and inhibition
skills (e.g. Bialystok, 2005, 2006, for a review, see Cook, 1997). Future
research exploring the role of cross-modal integration alongside and vis-à-
vis other sources of bilingual advantage may be fruitful.
In sum, previous research has shown that language comprehension relies on cross-modal integration from the auditory and visual modalities, and that this is especially true for bilinguals, whose SNR may be lower. Sources of visual input include visual information about the speaker and visual information about the surrounding environment. Eye-tracking studies suggest that, during language comprehension, auditory input is continuously coupled with and augmented by visual input. Bilinguals rely on cross-modal integration as a matter of course to enhance intelligibility (sometimes even to perceive sounds that cannot be discriminated unimodally) and to speed-up comprehension, and they do so continuously and automatically during language use.

2. Interaction Between Phonology and Orthography During Language Processing

In addition to cross-modal integration, some evidence for audio-visual interaction comes from studies that focus on the interplay between phonology and orthography during language processing. Although visual word recognition is often conceived of as processing of written input, it is in fact the case that the auditory shape of the word (i.e. its phonetic and phonological form) also becomes active. That is, when reading a word, the reader automatically co-activates the auditory form of the visual input, regardless of whether the latter is alphabetic or logographic. Some evidence of phonological involvement in reading comes from monolingual studies showing that regular letter-to-phoneme mappings are read faster than irregular letter-to-phoneme mappings. For example, the word *mint* has regular letter-to-phoneme mappings for *-int* that are consistent with the majority of words including this letter sequence (e.g. *hint, slant, interesting*, etc). In contrast, the word *pint* has irregular letter-to-phoneme mappings for *-i-n* *-int* (pronounced /aɪ/ as in *mile* and *kind*) and therefore takes longer to process (e.g. Baron & Strawson, 1976). Other evidence comes from studies of cross-modal priming, which consistently find that written primes facilitate performance on auditory tasks, i.e. previous exposure to the visual form of a stimulus facilitates recognition of that stimulus when presented aurally (e.g. Berry et al., 1997; Lovemann et al., 2002; McClelland & Pring, 1991). Moreover, empirical evidence suggests that a word’s phonological similarity to other words influences its recognition in the visual modality (e.g. Dijkstra et al., 1999; Ferrand & Grainger, 1994; Perfetti & Bell, 1991; Van Orden, 1987; Van Orden et al., 1988).
In the bilingual literature, a number of studies have examined the role of phonology in visual word recognition (e.g. Doctor & Klein, 1992; Lam et al., 1991; Nas, 1983). Increased phonological similarity has been found to influence bilingual language processing. For example, studies of masked phonological priming (i.e. the prime was presented too briefly for the subject to be consciously aware of it) revealed facilitative interlingual homophone priming from both the native to the non-native language, and from the non-native to the native language (e.g. Brysbaert et al., 1999; Van Wijnendaele & Brysbaert, 2002). In contrast, cross-linguistic form primes (i.e. the participant was consciously aware of perceiving the phonological prime) have been found to inhibit target words in the native language (e.g. Silverberg & Samuel, 2004) and in the non-native language (e.g. Dijkstra et al., 1999; Nas, 1983). These differences in results likely emerged because the masked priming tasks that yielded facilitation had activated sublexical phonological representations only, while lexical decision tasks that yielded cross-linguistic inhibition had activated both lexical and sublexical representations. Together, both facilitatory and inhibitory types of evidence suggest that phonology and phonological overlap play a notable role in orthographic decoding and impact both lexical and sublexical processing in bilingual visual word recognition.

Moreover, studies of bilingual visual word recognition have found that the phonological form of a word is activated not only for the target language, but also for the nontarget language (e.g. Dijkstra et al., 1999; Van Wijnendaele & Brysbaert, 2002). Furthermore, the phonology of the nontarget language is activated not only when the two languages share orthography (for a review, see Doctor & Klein, 1992), but also when the two orthographic systems are distinct, further confirming the interactive nature of the bilingual mental lexicon. For instance, English-Hebrew bilinguals (Tzelgov et al., 1990) and Mandarin-English bilinguals (Chen & Ho, 1986), tested with a cross-linguistic Stroop task, experienced interference from the nontarget language. Because all stimuli were presented only visually and because the two languages did not share orthography, any cross-linguistic interference observed in these bilingual Stroop studies (e.g. Chen & Ho, 1986; Tzelgov et al., 1990) indicated that this interference was driven by nontarget language phonology, thus suggesting that the orthography-to-phonology mappings activated the phonological system of the nontarget language.

With the increased use of eye-movement monitoring to study bilingual language processing during reading (e.g. Altarriba et al., 1996, 2001; McDonald & Thompson, 2006), eye-tracking technology also prompted
research on bilingual visual word recognition. For example, Kaushanskaya and Marian (2007) provided evidence for activation of both the phonological and orthographic forms of a word during bilingual language processing in a study that tracked eye movements of Russian–English bilinguals during a Picture-Word Interference task. Specifically, bilinguals were asked to name pictures presented on a computer-screen in the presence of written words or pseudowords that appeared elsewhere on the same screen, while their eye movements were recorded. The picture label and the words/pseudowords overlapped across languages in orthography, phonology or both. Eye movements to written words that competed cross-linguistically with a target were taken as indicative of parallel activation during the comprehension component of the task. During picture naming, reaction time differences for words and pseudowords that shared orthography/phonology compared to words and pseudowords that did not share orthography/phonology were taken as indicative of parallel activation during the production component of the task. Results showed that both the auditory form and the written form of the target and the nontarget language were activated during this combined word recognition and naming task. These findings were interpreted as supporting a nonelective view of bilingual language processing in which both languages are active in parallel, but they also provide support for automatic online audio-visual integration during bilingual language comprehension and production.

In addition to visual word recognition, coactivation of both written and auditory forms of a word has been found during auditory language comprehension. Although less intuitive, it is clearly the case that the orthographic shape of a word is frequently activated during spoken language processing. For instance, auditory primes have been found to influence performance on written word processing tasks (e.g., Lovemann et al., 2002). Moreover, bimodal (auditory and written) presentation of information has been found to impact performance during auditory language processing tasks and to improve word recognition in monolingual speakers, as well as in bilingual speakers (Dijkstra et al., 1993; Erdener & Burnham, 2005; Frost et al., 1988; Massaro et al., 1990). Other support for the role of orthography in spoken word recognition comes from monolingual studies that find that auditory word recognition is influenced not only by phonological neighborhood size, but also by orthographic neighborhood size (e.g., Ziegler et al., 2003). The term orthographic neighborhood refers to all words that differ by one letter from the target word, whereas the term phonological neighborhood refers to all words that differ by one phoneme from the target word. Studies that
have manipulated the size of the orthographic neighborhood of a word during an auditory word recognition task have found that neighborhood size influences recognition rates.

In sum, psycholinguistic studies have demonstrated that phonological information influences written word processing and orthographic information influences auditory word processing (e.g. Van Orden & Goldinger, 1994; Van Orden et al., 1990). The finding that bilinguals process phonological and orthographic information in parallel during visual and auditory word recognition lends further support to a bilingual language processing system that is highly interactive across languages and modalities.

3. **Modeling Audio-visual Integration During Bilingual Language Processing**

Computational models of bilingual language processing currently include the Bilingual Interactive Activation model (BIA and its modified version BIA+) (Dijkstra et al., 1998; Dijkstra & Van Heuven, 2002; Van Heuven et al., 1998), the Bilingual Activation Verification model (BAV) (Grainger, 1993), the Bilingual Interactive Model of Lexical Access (BIMOLA) (Grosjean, 1997), the Semantic Orthographic and Phonological Interactive Activation model (SOPHIA) (Van Heuven, 2000) and the Self-Organizing Model of Bilingual Processing (SOMBIP) (Li & Farkas, 2002). New models are continuously being developed.

An example of a typical early model of bilingual language processing is the BAV model, shown in Figure 3.2 (Grainger, 1993). The BAV is a model of bilingual visual word recognition modeled after the monolingual Activation Verification model (Paap et al., 1982). According to this model, a given letter string activates all lexical representations that share letters in the same position as the stimulus, and the greater the number of shared letters, the higher the activation level of the corresponding lexical representation. In the BAV, incoming orthographic information initially activates lexical representations in both languages independently of language context. The most strongly activated of these representations form two separate candidate sets in each lexical system. Language context information then comes into play during selection/verification processes. This information guides the verification process to the appropriate lexical system and thus diminishes the number of possible candidates by half.

Although the BAV allows initial parallel access to lexical representations in both languages, it does posit two distinct lexical systems in
bilinguals. The utility of separate lexical systems for the two languages remains a matter of debate and is inconsistent with some of the more recent empirical evidence suggesting an integrated lexical system in bilinguals (for instance, the BAV cannot account for cross-language neighborhood effects, e.g. Grainger & Dijkstra, 1992; Grainger et al., 1992). As it is, the model works at the letter level, but not at the feature level (the feature level stores separate visual letter features and precedes letter recognition), and can be used to account for results from languages that share orthography, but not from languages with different orthographies. In order for the BAV to account for audio-visual interaction and for languages that do not share orthographies, it would have to be revised to include a phonological component and a feature component, both of which would interact bidirectionally with the letter component. Without such revisions, the BAV is representative of what early models of bilingual language processing looked like: none of them incorporated the interplay between phonology and orthography and between audio-visual sensory input. However, efforts to do so have been undertaken in recent years and are considered next.

As far as accounting for the interaction between phonology and orthography during word recognition, current monolingual models
typically incorporate a phonological processing component (e.g., Coltheart et al., 2001; Seidenberg & McClelland, 1989). Moreover, some monolingual accounts of auditory speech perception also incorporate an orthographic component (e.g., Dijkstra et al., 1995; Frauenfelder et al., 1990; Ziegler et al., 2003). Although models of bilingual spoken word recognition have not yet included the orthographic form of the input, bilingual models of visual word recognition have started to incorporate the phonological form of the word. For instance, the BIA+ model (Dijkstra & Van Heuven, 2002) shown in Figure 3.3 is one model of bilingual visual word recognition that incorporates the role of phonology during bilingual reading and has been implemented computationally.

**Figure 3.3** A graphic representation of the Bilingual Interactive Activation Plus (BIA+) model (based on Dijkstra & Van Heuven, 2002).
The BIA+ constitutes a revision and enhancement of the original BIA model (Dijkstra & Van Heuven, 1998), which in turn was modeled after the Interactive Activation model of visual word recognition in monolinguals proposed by McClelland and Rumelhart (1981). The BIA+ model consists of four representational levels: a feature level, a letter level, a word level and a supralexical 'language node' (Dijkstra et al., 1998). Activation in the BIA+ model takes place bidirectionally both within and between levels. The model is interactive in the sense that higher-level nodes can now send input to lower-level nodes, in addition to previously postulated bottom-up input.

In the BIA+, sensory input from orthographic stimuli activates feature representations in memory. The feature representations send activation to letter representations, which in turn send activation to lexical representations in both languages. These lexical representations then send activation to the supralexical language nodes. An activated language node sends back excitatory feedback to all the lexical nodes in that language, and those lexical nodes in turn send excitatory feedback to their component letters. Activation of the language node in the BIA+ is influenced by previous lexical recognition. A previously recognized word in L1 increases the activation level of the L1 language node and decreases the activation level of the L2 language node. As a result, the activation level of all words in the L1 increases, while the activation level of all words in the L2 decreases. It is through this feedback process from language nodes to word nodes that the BIA+ explains how bilingual subjects limit interference from the nontarget language.

The BIA+ model suggests that almost immediately following the initial nonselective activation phase, language context information allows the suppression of context-incompatible lexical representations via top-down inhibitory connections from language nodes to word representations. In this way, the BIA+ can account for the occurrence of cross-language interference and for the fact that bilinguals are able to keep such interference to a minimum by using language context. In addition, the BIA+ model (Dijkstra & Van Heuven, 2002) postulates separate nodes for lexical and sublexical phonological information, as well as for lexical and sublexical orthographic information. This ability to incorporate the interplay between phonology and orthography during visual language processing is a major strength of the BIA+ model, yielding an elegant account of audio-visual integration in terms of phonological and orthographic linguistic input. The BIA+ model was not, however, designed to integrate other forms of linguistically relevant visual information, such as items in the surrounding visual environment.
In fact, none of the existing models of bilingual language processing currently accommodate cross-modal audio-visual interaction such as that described in the first section of this chapter. Thus, beyond the integration of phonology and orthography, there remains a need to model the interplay of auditory and visual input during bilingual spoken language comprehension in complex visual environments. One model of monolingual language processing that can be adopted particularly well to reflect bilingual processing is Marslen-Wilson's COHORT model. The original COHORT model (Marslen-Wilson & Welsh, 1978) is based on the assumption that word recognition takes place on the basis of analyzing all words that match the onset of a target word (see Figure 3.4, panel A). For example, as a spoken word unfolds over time, listeners may initially coactivate the words marker, marble, and mop (among others) upon hearing m-, rule out mop after hearing mar- and identify the target word as marker after hearing mark-.

According to the COHORT model, recognition takes place in two stages. During the first stage, all words that exactly match the onset of a
target word are activated, generating the word-initial cohort. Words that do not match the onset do not enter the cohort, are not activated and do not compete for recognition. The second stage is a deactivation stage during which the cohort members that do not match subsequent sensory input are eliminated from the cohort as more input is received. The cohort members do not have any effect upon each other; therefore, neither the number nor the frequency of the cohort members affects the time course of word recognition in this early model. Only the final cohort members that match the target word the longest determine word recognition. Thus, the COHORT model predicts recognition of a given word on the basis of analyzing its cohort members. The status of words is binary, i.e. the words are either in or out of the cohort. All processing takes place online and in parallel. The activated lexical competitors at any given time are the words that match, and are aligned with, the target word. The recognition point of a presented word corresponds to the moment that the word becomes unique with respect to the other words in the lexicon. The model can make precise and testable predictions about the time course of word recognition. One shortcoming of the COHORT model is the binary status of the cohort words, where the matching between acoustic input and each member of the cohort is an all-or-none process. Another major problem with the COHORT model seems to be its failure to take into account that the number and the frequency of the cohort members affect the time course of word recognition. Both number and frequency effects have been observed repeatedly in monolingual language processing (e.g. Luce et al., 1990), as well as in bilingual language processing (e.g. Beavillain & Grainger, 1987). To address these shortcomings, the initial model was modified to the COHORT II model.

The COHORT II model (Marslen-Wilson, 1987), like the COHORT, is a strictly bottom-up model, with no top-down effects involved in access or selection. It retains the fundamental characteristics of a cohort-based word recognition model, but differs from the original model in a few important ways. First, the cohort membership is increased to include words that mismatch the sensory input to some degree. The advantage of this modification is that the proposed system is more tolerant of minor deviations in the input; the disadvantage is that the cohort set is now not clearly specified. Second, the model allows for different levels of activation for the cohort members, depending upon their fit with the input and their frequency. The advantage of this modification is that it expresses the varying degree of match between the input and the different competitors; the disadvantage is that it does not specify how
word frequency and the degree of match with the input determine activation. Finally, the model is more explicit on the issue of sublexical representations. The advantage of this modification is that now recognition is based on feature matrices, mapping features directly onto lexical units, with no intermediate phoneme decision. Consequently, cohorts can be activated whose initial phoneme differs from that of the input but has partial feature overlap. Thus, while the COHORT model makes clear and testable predictions, it makes several simplifying assumptions that are not always accurate with respect to lexical processing. COHORT II fits better with what we know about lexical processing, but is not clear about the competitor set and cannot always predict the time course of word recognition (Frauenfelder, 1996).

To account for bilingual language processing, the COHORT II model needs to be modified to postulate activation of initial cohorts in both languages (see Figure 3.4, panel B). A Bilingual COHORT model would assume that as the listener perceives auditory input, lexical items from both languages are activated in parallel, resulting in a combined bilingual cohort that extends across the two languages. In the end, as the auditory input unfolds, only the appropriate target is selected, as it is in a monolingual context. A Bilingual COHORT model can successfully accommodate findings from the bilingual empirical literature showing that both languages are activated in parallel in a bilingual, while at the same time incorporating the interplay between the auditory and visual modalities during spoken word recognition in naturalistic environments. That is, in everyday language comprehension, the auditory pathway is rarely the only source of input; rather, the listener is typically situated in complex visual environments with the visual pathway providing additional input that may or may not be related to the auditory input (for example, when words have multiple meanings, as is the case of homophones within and across languages, processing of auditory input is augmented by visual input that is congruent with the relevant word meaning).

The proposed Bilingual COHORT model could account for bilinguals relying more on visual information during auditory processing relative to monolinguals. For example, parallel visual access could be posited and modeled after Seidenberg and McClelland’s (1989) triangle model of reading, where all words are processed by a single system containing distributed orthographic, phonological and semantic codes. In the Bilingual COHORT model, integration of the auditory and visual information would likely take place at an intermediate stage, perhaps with amplification of auditory information that is consistent with the
visual input. The same could be true for orthography, as in the case of subtitles, where one experiences amplification of auditory input that is consistent with the subtitles. Such multimodal parallel access would be active in both monolinguals and bilinguals, but in bilinguals it might result in greater reliance on the other modality when input from one modality is incomplete or noisy.

Despite its advantages, the proposed Bilingual COHORT model still has the drawback of an entirely bottom-up, feed-forward architecture. Although the model seems to account well for the initial stages of cross-linguistic parallel activation of lexical items in bilinguals, its strictly feed-forward architecture may not allow for any contextual effects on processing. For example, in the case of exact homonyms, the lexical items in both languages are activated, but only one of the two is chosen as the target word, depending upon linguistic context. One way to accommodate these kinds of data is to incorporate 'language tags' in the model to specify the language in use, similar to the language tags postulated by the BIA model (Dijkstra & Van Heuven, 1998) or the Inhibitory Control (IC) model (Green, 1998). Another way would be to postulate the existence of a language node. Or, if the model is a connectionist one, the selectivity could be further explained by higher initial probabilities of the vector of lexical nodes in the active language (e.g., by residual activation from prior use). Mathematically, that could be expressed by adding a positive constant to the nodes in the active language, increasing their baseline activation. The connectionist model may also incorporate variations in the strength of the weights between items by language, to account for higher activation of the target language than activation of the nontarget language. In this case, stronger connection weights between sublexical and lexical levels in the native language could account for auditory input mapping more strongly onto the native system than onto the non-native one. In the same vein, a language node account may also influence selectivity by increasing pathway strength or increased activation from the language node associated with the stronger language.

Each of these solutions may work to different degrees, and efforts are currently underway to develop a computational, interactive model of bilingual spoken language processing that would adequately account for audio-visual interaction (laterally within levels, as well as bottom-up and top-down between levels). A Bilingual COHORT model, like any other bilingual model, should also be able to accommodate mixed language input. In any case, one problem that models of bilingual spoken language processing are guaranteed to encounter is the difficulty of accounting for
identification when the phonemes and features do not carry much overlap in the two languages, as is often the case (even when the perceptual categories of the bilingual are not sensitive to these differences, their existence in the input must be accounted for computationally). This problem, however, is not unique to bilingual processing. Models of monolingual language processing are also plagued by the difficulty of accounting for differences among speakers (accents, voice properties) and variability in the rate of speech, ambient noise, etc.

Even with these changes and caveats, the Bilingual COHORT model remains very limited. Its scope is much narrower than that of, for instance, BIA+. In an ideal world, a global model that would combine the different foci and strengths of existing bilingual models would be particularly desirable. This global model of bilingualism would combine BIA+ ability to allow for interaction between phonology and orthography during written comprehension, SOMBIP and BIMOLA relevance to spoken comprehension, Bilingual COHORT model ability to integrate nonlinguistic visual information as the word unfolds, the Revised Hierarchical Model’s (RHM) (Kroll & Stewart, 1994) focus on links between forms and concepts, and IC focus on control of the two languages. This, of course, is a tall order, and one that cannot currently be implemented. However, with further development of computational tools and additional knowledge about the bilingual cognitive architecture, it is only a matter of time until a comprehensive model of bilingual language processing can be developed. After all, the capacity of bilingual models has notably increased in the 10 years between BAV and BIA+, and it is not unreasonable to expect that a few more decades of modeling would produce further strides. Until then, the task of modeling bilingualism is broken down into multiple smaller components (e.g. written comprehension, spoken comprehension, production, nonlinguistic visual input, control, concepts). (In addition to the original texts, concise summaries of the models discussed here, along with their graphic representations, can be found in a number of recent review papers, including a thorough overview of computational models by Thomas and Van Heuven (2005) and a historical review of bilingual cognitive models by Kroll and Tokowicz (2005).)

**Conclusions: Audio-visual Integration and Representation in the Bilingual Mental Lexicon**

In sum, it is clear that audio-visual integration is an inherent part of bilingual language processing, be it integration of auditory and visual
modalities or integration of phonological and orthographic word-forms. Bilingual models of language processing are beginning to account for the role of phonology during visual word recognition, but they have yet to address the role of orthography during auditory word recognition. The COHORT model (Marslen-Wilson, 1987; Marslen-Wilson & Welsh, 1978) of monolingual language processing is one model that can be adapted to allow for bimodal integration during bilingual spoken language processing. However, a model of audio-visual integration during bilingual language comprehension would have to allow for both - the cross-modal interaction between auditory and visual input and the interplay between phonology and orthography. Such a model will also need to be able to account for the fact that, by its very nature, bilingualism is not a static phenomenon, but a dynamic, developmental process, which undergoes changes continuously. As the level of proficiency or the manner of acquisition changes, so do language processing and representation. The concept of a dynamically evolving bilingual system has previously been incorporated in the RHM (Kroll & Stewart, 1994) and the SOMBIP (Li & Farkas, 2002). Both of these models have posited changes in the representation of the second language, and in the relationship between the first and second languages, as proficiency levels change. Although neither the RHM nor the SOMBIP address the issue of audio-visual integration in bilinguals, they provide valuable insights into developmental factors (such as changes in proficiency levels) that have to be incorporated into a multimodal integration model of bilingual language processing.

The recognition that language comprehension is a cross-modal, interactive process carries implications for representation in the bilingual mental lexicon. It suggests that, as linguistic input unfolds, it becomes integrated across modalities incrementally and thus, its representation in the bilingual mental lexicon is constantly changing and evolving. This 'in-flux' state is inevitable, as language comprehension is a continuous, never static, process. In his book, The Continuity of Mind, Spivey (2007: 206) describes the mental representations of sentences, words and phonemes as a process and not a thing, and writes the following about language comprehension:

... there is no point in time when the mental trajectory through state space, which is propelled by a combination of environmental sensory input and goal-oriented expectations, stops and stands still. It is always in motion. The patterns of neural activation in the brain are in perpetual flux. An important consequence of this temporal continuity of mind is that there can be no mediating states (e.g., Dietrich & Markman, 2003), because states require stasis. ... these dynamic
patterns, or continuous processes... are not states, and therefore cannot be static symbols that are discretely separable from one another in time or in representational space. What this means is that language is not a string of symbols whose grammatical relationships are encoded by discrete hierarchical structures in an encapsulated linguistic module. Language, like the rest of perception and cognition, is a continuous trajectory through a high-dimensional state space...

Though these statements are both sensible and intuitive, they in fact carry revolutionary implications for the way we think about representations in the bilingual mental lexicon. Current models of bilingual language organization and processing do not allow for this continuity of mental states and instead idealize representations in the bilingual mental lexicon as discrete states. The need to describe mental representations in the bilingual lexicon as dynamic, continuous processes is the likely next step in the psycholinguistics of bilingualism. In general, as bilingualism scholars, we need to move away from unimodal perspectives of bilingual language processing and recognize that language comprehension in the real world is a combination of multiple sources of input that interact to form a final composite interpreted by the brain. In essence, we hear with our brain and not with our ears, as the McGurk effect (described at the beginning of this chapter) so elegantly shows. As research on bilingual language processing moves from the laboratory to the real world, it becomes increasingly clear that studies and models of bilingualism need to reflect and to be rooted in the understanding that language is a multimodal and dynamic process.
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